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Distributional Model: Meaning as a distributional vector

Distributional Hypothesis (Harris, 1954)

Words that occur in similar contexts tend to have similar meanings i.e.
meaning of a word can be defined in terms of its context.

Word Space Model (WSM)

Meaning of a word is represented as a co-occurrence vector built from a
corpus

vector dimensions
animal buy apartment price rent kill

House 〈 30 60 90 55 45 10 〉
Hunting 〈 90 15 12 20 33 90 〉
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Semantic Composition

How to compose the meaning of house hunting
without using corpus instances of house hunting?

Semantic Composition

The meaning of a complex expression can be defined by a function of the
meanings of its constituents and its structure.
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Semantic Composition Functions

Several semantic composition functions are proposed to compose
meaning of a phrase from its constituents (Mitchell and Lapata, 2008;
Widdows, 2008; Erk and Padó, 2008)

House⊕Hunting is the meaning composed from House and Hunting

⊕ is the composition function

Most successful ⊕s are simple addition (+) and simple multiplication (*)
(Mitchell and Lapata, 2008; Vecchi et al., 2011)

vector dimensions
animal buy apartment price rent kill

House 〈 30 60 90 55 45 10 〉
Hunting 〈 90 15 12 20 33 90 〉
a.House + b.Hunting 〈 120 75 102 75 78 100 〉
House * Hunting 〈 2700 900 1080 1100 1485 900 〉
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Polysemy of constituents is a problem
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Polysemy of constituents is a problem

Hunting-n have 3 senses in WordNet

1 Killing or capture of wild animals regarded as a sport
2 The activity of looking thoroughly in order to find something or someone
3 Killing or capturing animals for food or pelts

Static Prototype Vectors

Existing compositional methods represent each word as a single vector, a
prototype (Mitchell and Lapata, 2008; Widdows, 2008; Guevara, 2011)

This vector conflates all the senses of a word

.
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Noisy Composition

Polysemy of constituents leads to
noisy composition away from true composition
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Solution to Noisy Composition

Sense Specific Prototype based Composition
1 Prototype vector for each of the senses of house and hunting
2 Sense specific prototypes to perform semantic composition

Sense Specific Prototype vectors

Static Multi Prototypes

Dynamic Prototypes

We focus on Compound Nouns containing two nouns.

Siva Reddy The effect of Polysemy in Compositional Semantics



Solution to Noisy Composition

Sense Specific Prototype based Composition
1 Prototype vector for each of the senses of house and hunting
2 Sense specific prototypes to perform semantic composition

Sense Specific Prototype vectors

Static Multi Prototypes

Dynamic Prototypes

We focus on Compound Nouns containing two nouns.

Siva Reddy The effect of Polysemy in Compositional Semantics



Solution to Noisy Composition

Sense Specific Prototype based Composition
1 Prototype vector for each of the senses of house and hunting
2 Sense specific prototypes to perform semantic composition

Sense Specific Prototype vectors

Static Multi Prototypes

Dynamic Prototypes

We focus on Compound Nouns containing two nouns.

Siva Reddy The effect of Polysemy in Compositional Semantics



Static Multi Prototypes

Static Multi Prototypes (Klapaftis and Manandhar, 2010;
Reisinger and Mooney, 2010)

Figure: Word Sense Induction in a Graph based setting
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Static Multi Prototypes

Static Multi Prototypes: Corpus Preprocessing

Each target word’s sentence
(window of size ±100) is

Tokenized
POS-tagged
lemmatized

Nouns, verbs are kept

Context words are weighted
using log-likelihood
(Dunning, 1993)

Filtering out words <
threshold

Upper left of the figure
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Static Multi Prototypes

Static Multi Prototypes: Graph Creation (1/3)

Graph vertices:
Every target word’s
sentence as a vertex

Graph Edges:
Given two vertices A & B
Collocational similarity
Bag of Words similarity
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Static Multi Prototypes

Static Multi Prototypes: Graph Creation (2/3)

In a sentence, each word is
combined with every other
word

Yielding collocations
Middle section of Figure

Collocations weighted using
log-likelihood (Dunning,
1993)
Each sentence associated
with a set of collocations

Upper-right of Figure
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Static Multi Prototypes

Static Multi Prototypes: Graph Creation (3/3)

Bag of Words Weight of
edge A-B

Jaccard Similarity
between context word
sets of A B
Upper-left of the figure

Collocational weight of edge
A-B

Jaccard Similarity
between collocation sets
of A B
Upper-right of the figure

Sum of the above weights as
edge weight
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Static Multi Prototypes

Static Multi Prototypes: Final Stage

Chinese Whispers
Linear graph clustering method
Automatically identifies the number of clusters

Parameter settings
Optimised to give best performance on SemEval 2007 (Agirre and Soroa,
2007)

Final output is a set of clusters (senses) for a target word
Each cluster is a set of sentences
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Static Multi Prototypes

Static Multi Prototypes

Exemplar

Each sentence of a target word is represented as a vector, an exemplar

Exemplar of hunting in the sentence the-x purpose-n of-i autumn-n
hunting-n be-v in-i part-n to-x cull-v the-x number-n of-i young-j autumn-n
fox-n is 〈 purpose-n:1; autumn-n:2; part-n:1; cull-v; number-n:1;
young-j:1; fox-n:1 〉

Static Multi Prototypes

A prototype is defined for each sense
Centroid of all the exemplars in a sense cluster

Multiple prototypes per word

Static because multiple prototypes are always fixed for a word
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Static Multi Prototypes

Static Multi Prototype Based Composition

Which Prototypes to select for composition?

house -> m senses

hunting -> n senses

Which one to choose from house and hunting for composition

We tried many variations

Choose the most similar senses from each other
Similar to Lesk algorithm (Lesk, 1986)
Drawback: Always preferred small sized clusters

Choose most similar senses from 5/10 large clusters of each
Better than the previous

Choose a word sense most similar to compound’s distributional vector
Guided selection since compound corpus instances are used
Idea of upper bound performance
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Static Multi Prototypes

Dynamic Prototypes

Dynamic Prototype of a word

Is not based on a fixed sense inventory
Static Multi Prototypes have a fixed sense inventory

Sense inventories fail to capture multi shades of senses
I don’t believe in word senses (Kilgarriff, 1997)

We don’t believe in fixed sense inventories

On-the-fly sense representation relevant to a given context
In house hunting, the context of hunting is house and vice-versa
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Static Multi Prototypes

Dynamic Prototype of a word

Exemplar-based (memory-based) modeling (Erk and Padó, 2010; Smith
and Medin, 1981)

Represent a word by all its exemplars (sentences) rather than a single
prototype

Select only the relevant exemplars of a target word based on its context

Build a prototype vector of the target word from the refined exemplar set

Dynamic because prototype vector of the target word changes with
change in context
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Static Multi Prototypes

Exemplars of hunting

Figure: A random concordance of hunting from ukWaC (Ferraresi et al., 2008)

None of the exemplars are related to sense of hunting in house hunting

Skewed by most frequent sense of hunting
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Static Multi Prototypes

Dynamic Prototype vector HuntingHouse

HuntingHouse: The prototype vector of hunting in the presence of house

Choose only the exemplars of hunting which have context words related
to house

Reason: Distributional vector of house hunting is likely to have words
related to both house and hunting

We rank each exemplar of hunting using
Collocations of house
Distributionally similar words of house
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Static Multi Prototypes

Collocations of house

Housecolloc: Collocational vector of house

Computed using logDice (Curran, 2003)

terrace, build, rent ... occur with house hunting
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Static Multi Prototypes

Distributional similar words of house

Housesimilar: Distributional neighbors of hunting

Computed using (Rychlý and Kilgarriff, 2007)

Provide more evidence - home hunting, room hunting, flat hunting etc
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Static Multi Prototypes

Dynamic Prototype HuntingHouse

Rank each exemplar e of hunting using house

sim(e,Housecolloc)+ sim(e,Housesimilar)

sim is Cosine similarity
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Static Multi Prototypes

{’search-n’: 1.0, ’week-n’: 1.0, ’document-n’: 1.0, ’property-n’: 2.0, ’translation-n’: 1.0}
{’locate-v’: 1.0, ’area-n’: 2.0, ’build-v’: 1.0, ’town-n’: 1.0, ’home-n’: 1.0, ’fishing-n’: 1.0}

{’area-n’: 2.0, ’mountain-n’: 1.0, ’sale-n’: 1.0, ’town-n’: 1.0, ’km-n’: 1.0, ’home-n’: 1.0, ’fishing-n’: 1.0}
{’situate-v’: 1.0, ’area-n’: 2.0, ’town-n’: 1.0, ’countryside-n’: 1.0, ’village-n’: 1.0, ’nice-j’: 1.0, ’property-n’: 1.0}

{’boost-v’: 1.0, ’home-n’: 2.0, ’buyer-n’: 1.0, ’lack-n’: 1.0, ’price-n’: 2.0, ’drive-v’: 1.0, ’house-n’: 1.0}
{’land-n’: 1.0, ’market-n’: 1.0, ’country-n’: 1.0, ’enthusiast-n’: 1.0, ’live-v’: 1.0}

{’locate-v’: 1.0, ’area-n’: 1.0, ’mountain-n’: 1.0, ’town-n’: 1.0, ’lovely-j’: 1.0, ’highway-n’: 1.0}
{’village-n’: 1.0, ’house-n’: 1.0, ’area-n’: 1.0, ’manor-n’: 1.0, ’control-v’: 1.0}

{’area-n’: 1.0, ’home-n’: 1.0, ’spring-n’: 1.0, ’sale-n’: 2.0, ’sell-v’: 1.0, ’property-n’: 2.0, ’water-n’: 1.0}

Figure: Ranked exemplars of hunting-n w.r.t. house-n

HuntingHouse

Select top n% ranked exemplars

Centroid of all the selected exemplars

Prototype of hunting in the presence of house
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Static Multi Prototypes

Dynamic Prototype Vector based Composition

HouseHunting⊕HuntingHouse
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Static Multi Prototypes

Composition Functions ⊕

ADD: ⊕(N) = α n + β n′

i.e. ⊕(N)i = α ni + β n′i

MULT: ⊕(N) = n∗n′

i.e. ⊕(N)i = ni * n′i

(1)

N is a compound noun with constituent n and n
′

n represents a sense prototype vector for n

ni the value of nth cooccurrence in the vector n

Siva Reddy The effect of Polysemy in Compositional Semantics



Evaluation

Evaluation Setting: Phrase Similarity Task (Mitchell and
Lapata, 2010)

Annotator N N’ rating

4 phone call committee meeting 2
25 phone call committee meeting 7
11 football club league match 6
11 health service bus company 1
14 company director assistant manager 7

Table: Evaluation dataset of (Mitchell and Lapata, 2010)

108 compound noun pairs

7 annotators judge each pair for phrase similarity

Score range: 0-7
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Evaluation

Evaluation Setting: Phrase Similarity Task

Model’s phrase similarity prediction sim(⊕(N),⊕(N ′))
i.e. the similarity between composed vectors
sim is Cosine similarity

Correlation between model prediction scores and mean of human
judgments
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Evaluation

ADD MULT
Static Prototypes (not sense based)

0.5173 0.6104

Static Multi Prototypes
Top 5 clusters 0.1171 0.4150
Top 10 clusters 0.0663 0.2655

Static Multi Prototypes with Guided Selection
Top 5 clusters 0.2290 0.4187
Top 10 clusters 0.2710 0.4140

Table: Spearman Correlation of Model predictions with Human Judgments

Static Multi Prototypes worse than normal composition
Reasons: Is it because of Sense Selection process?

But guided is the upper bound

Is it because of Clustering algorithm
Not possibly. May be in our graph setting (verbs are highly polysemous)

Selecting multiple senses rather than single sense may help
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Evaluation

ADD MULT
Static Prototypes (not sense based)

0.5173 0.6104

Dynamic Prototypes
Top 2 % exemplars 0.6261 0.6552
Top 5 % exemplars 0.6326 0.6478
Top 10 % exemplars 0.6402 0.6515
Top 20 % exemplars 0.6273 0.6359
Top 50 % exemplars 0.5948 0.6340

Distributional Prototype of the Compound
0.4152

Table: Spearman Correlation of Model predictions with Human Judgments

Dynamic Prototypes show clear upper hand
Sense disambiguation is useful for semantic composition

Better than distributional prototype of the compound
Composition solves data sparsity

Word sense can be modelled with very few exemplars
With increase in exemplars, noise increases
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Evaluation

Take-away Message

Sense disambiguation helps Semantic Composition

Dynamic Prototypes are better than Static Prototypes

Dynamic Prototypes capture context sensitive meaning

Semantic Composition solves data sparsity problem
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